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ABSTRACT OF THESIS

NON-INDUCTIVE CHARGING OF TROPICAL CONVECTION IN HIGH AND LOW
CAPE ENVIRONMENTS

Numerical modelling studies of continental tropical and maritim_e tropical convection
were conducted using a two-dimensional, nonhydrostatic, cloud electrification model,
developed at the South Dakota School of Mines and Technology. The model contains six
classes of water (water vapor, cloud water, cloud ice, rain, snow, graupel/hail) and a full
set of ion equations. All the hydrometeors are permitted to exchange charge. Charge
transfer between microphysical species is accomplished through a non-inductive charging
parameterization.

In the broadest sense, the goal of the numerical experiments was to explain the
electrical differences between the different convective regimes observed during the
DUNDEE (Down Under Doppler and Electricity Experiment). This was accomplished by
modelling a case (19 January 1990) that was characteristic of continental convection, also
termed "break period"” convection, and then a case representative of maritime or monsoon
convection (12 January 1989). A more specific goal was to test the validity of the
hypothesis that the mass of ice and convective vigor in the mixed phase region is a
dominant controlling factor in determining the intensity of electrical activity. This
hypothesis developed out of the realization that there was a significant correlation between
the CAPE (Convective Available Potential Energy) and lightning event rates obseﬁed
during the DUNDEE. The modclling studies were also intended to test the ability of the
non-inductive charging mechanism to produce the charge structures that have been reported

in previous studies as well the those observed during the DUNDEE.
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Results of the storm electrification simulations indicate that the high CAPE
continental tropical storm develops a deep mixed phase region at temperatures well below
the non-inductive charge reversal temperature, thereby effectively producing a normal
polarity dipole (consistent with high observed lightning flash rates). The maritime tropical
case also produced a deep mixed phase region, but it is centered near the charge reversal
temperature. This prevents ice particles from acquiring and accumulating charge of one
sign, and no organized charge structure develops (consistent with the low observed flash
rates). Currently, it is hypothesized that the low CAPE storms, although they have deep
mixed phase regions, lack the energy to carry the ice mass to cold enough temperatures to
produce a dipole structure as in the case of the high CAPE continental tropical storms.

Scot C. Randell
Atmospheric Science Department
Colorado State University

Fort Collins, CO 80523
Spring 1992
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CHAPTER I
INTRODUCTION

Meteorological records show that tropical regions are the most favored regions for
the development of highly electrified clouds (Livingston and Krider, 1978; Lhermitte and
Krehbiel, 1979; Williams, 1985). Satellite observations of lightning (Orville and Spencér,
1979; Orville and Henderson, 1986) reveal that close to half of all lightning occurs within
10° of the equator (about 20% of the total surface area of the earth). These observations
suggest that tropical convection is a good place to begin when studying cloud electrification
mechanisms. Interestingly, few modelling studies have been done that investigate the role
of non-inductive charging in tropical convection. This study will partly fill that gap in the

literature.
1.1 Electrification Mechanisms

There are three principle mechanisms which have been proposed to explain the
electrification of clouds: the convective mechanism, the inductive mechanism, and the non-
inductive mechanism. The convective mechanism (Grenet, 1947; Vonnegut, 1953) relies
upon convective motions to transport ions. Both the inductive and non-inductive
mechanism involve hydrometeor interactions, but as the names imply, the inductive
mechanism also requires the presence of an electric field whereas the non-inductive
mechanism does not.

According to the convective mechanism, negative ions drifting towards the surface

of the earth become attached to the h);drometeors in the upper portions of a cloud.



Negative charge accumulates on the edges of the updraft and is transported downward due
to convective motions, finally developing a pocket of negative charge. The negative charge
induces positive ions into the updraft where they are transported by convective motions
high into the cloud. The positive ions then attract more negative ions to the cloud edges
and the process feeds back upon itself.

The inductive mechanism relies upon the presence of an electric field strong enough
to polarize hydrometeors. As the hydrometeors collide with each other in a rebounding
collision, the charged end of one of the interacting particles cancels with the oppositely
charged end of the other interacting particle, and the two particles rebound carrying a net
charge of equal magnitude, but of opposite sign. Over time, the lighter particles will be
carried high into the cloud and produce a pocket of charge, and the heavier particles will
produce a pocket of charge lower in the cloud.

The non-inductive mechanism is currently the most popular mechanism, and is the
one that is specifically addressed in this study. Based on laboratory studies (Reynolds ez
al., 1957; Takahashi, 1978) it has been discovered that when graupel collides with cloud
ice in the presence of supercooled liquid water that the graupel and cloud ice can rebound
carrying opposite charges. The magnitude and sign of the resulting charge transfer is

dependent upon the temperature and liquid water content.
1.2 The Distribution of Thunderstorms Over Land and Ocean

Satellite observations reveal that lightning is an order of magnitude more common
over land than water (Turman and Edgar, 1982; Orville and Spencer, 1979). A one yéar
composite of midnight lightning events taken from satellite emphasizes the contrast: The
continents and their coasts are well defined by a dense number of events, while the oceans
are virtually void of lightning activity (Fig 1.1). The evidence that lightning occurs

primarily over land masses was a primary motivation for the modelling studies.



Fig. 1.1: One year of midnight lightning locations for the period September, 1977 through
August, 1978 (adapted from Orville and Henderson, 1986).



Two explanations have been forwarded to account for the land/ocean lightning
discrepancies. The first hypothesis relates the differences in electrical activity to differences
in the vertical development of continental and oceanic convection (Williams, 1991).
Generally, vertical velocities in coﬁﬁnental convection are greater than in the oceanic cases,
and radar reflectivities are correspondingly greater in the subfreezing levels, presumably
from greater concentrations of precipitation sized hydrometeors (Szoke et al., 1986). In
contrast to land-based thunderstorms which frequently contain small ice crystals, graupel,
and significant concentrations of super cooled liquid water in coexistence, maritime
convection often lacks a deep mixed phase region. The difference in convective vigor is
easily attributable to the greater instability which often exists over land surfaces. In the
spirit of the non-inductive charging mechanism (discussed in section 2.3), the continental
convection would provide highly favorable conditions for electrification.

The other hypothesis relies upon the variation of ion production through corona
emission between the land and ocean surfaces to explain the differences in oceanic and
continental lightning rates (Vonnegut, 1982). The rough land is expected to more easily
produce free ions than a relatively flat ocean under equal electric fields. In the spirit of the
convective charging mechanism, the continental convection would be the preferred storm
for electrification. As will be discussed in section 2.2, there are several problems with the
convective charging mechanism which disqualify this hypothesis as a reasonable
explanation for the observed differences between continental and maritime lightning

production rates.
1.3 Scientific Objectives
This modelling study will primarily address the non-inductive charging differences

of continental tropical and maritime tropical convection. In particular, the role of ice mass

within the mixed phase region of the cloud, and the ability of the storm dynamics to



produce and distribute hydrometeors will be investigated and used to explain the dissimilar
charging rates and lightning events that were observed during the Down Under Doppler
and Electricity Experiment (DUNDEE) conducted in Darwin, Australia during two
consecutive winter monsoon seasons in 1989 and 1990. To accomplish this,
thermodynamic profiles considered to be representative of the continental and maritime
convective environments observed during DUNDEE were used to initialize a two
dimensional, time dependent, bulk parameterized electricity model (Helsdon and Farley,

1987a,b). The results of theses two case studies are presented herein.



CHAPTER II
CHARGE STRUCTURE AND CHARGING MECHANISMS OF THUNDERSTORMS

Nearly all charged convective clouds have an electric dipole structure with a large
pocket of negative charge centered near -10° C, and a large pocket of positive charge
centered at -25° C or colder. In some cases a tripole structure has been observed. In this
instance a thin band of positive charge at the base of the cloud is observed in addition to the
dipole structure (Simpson and Scrase, 1937; Reynolds, 1954; Takahashi, 1965; Magono,
1977; Byme et al., 1987). The main charge centers contain roughly equal, but opposite
charge on the order of tens of Coulombs. The positive charge at the base of the clouds
with a tripole structure is often an order of magnitude less (Uman, 1969). Williams (1989)
points out that at a distance, a tripole structure might appear as dipole. Also, he provides

and excellent summary of previous investigations on the polarity of thunderstorms.

2.1 Observations of Thunderstorm Charge Structures

In addition to simply measuring the electrical structure of thunderstorms, a few
investigators have made simultaneous electrical and microphysical measurements . These
studies are of particular interest because they link the electrification to the microphysical
processes that are operating within the cloud. Dye et al. (1988), conducted in siru aircraft
measurements in two small thunderstorms in New Mexico. The clouds were in the early
stages of electrification. In the first case a negative region of charge was detected near the
-120C isotherm. The total charge estimated at this altitude was only -0.01C assuming

spherical symmetry. In the other case, a positive charge center was located near the -20°C



isotherm and the charge was estimated to be 0.01C. In both cases the horizontal extent of
the charged regions was about 500m. A summary of the electric field, the liquid water
content, the ice concentration, and an overlay of the aircraft flight path on the radar
reflectivity is presented in Fig. 2.1. Both clouds exhibited the strongest charging where the
liquid water content and ice concentration were at a maximum. Not surprisingly, the
collision rate between graupel, ice, and liquid water was calculated to be a relative
maximum as well. The center of charge correspond well to the regions of strongest
reflectivity in both cases.

A flight through a thunderstorm in Flagstaff, Arizona (Latham and Stow, 1969) and
in France (Laroche et al., 1986) revealed microphysical and electrical characteristics similar
to those presented by Dye er al. The electrification was greatest where aggregates coexisted
with small ice crystals and liquid water, and where radar reflectivities were at a relative
maximum.

Observations have made a strong case that the presence of a mixed phase region is
necessary to generate significant charge within a thundercloud. This is consistent with the
non-inductive charging hypothesis, although a minority of the community remains
unconvinced that this is the primary mechanism operating. Strong updrafts are generally
required to produce deep mixed phase regions, so it is not unexpected that reflectivity
maxima are often coincident with the centers of charge.

Few, if any in situ electrical observations have been made in deep tropical systems.
Investigations of subtropical storms in or around the Gulf of Mexico (Krehbiel ez al., 1983;
Blakeslee ez al., 1989; Williams et al., 1989), Japan (Magono, 1977; Takahashi, 1965),
and Africa (Barnard, 1951; Hacking, 1954; Ette et al., 1977) are the closest to tropical
thunderstorms, and of these, most are continental. Surface measurements of the electric
field during DUNDEE and other tropical experiments seem to suggest that the electrical
structure of tropical storms is not significantly different than their middle latitude and

subtropical cousins (Takeuchi er al., 1978; Brode ez al., 1982; Ogawa and Sakaguchi,
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thunderstorms (from Dye ez al., 1988).



1983; Mogono er al., 1983). If this is the case, then it is reasonable to extend the

observations to the tropics.
2.2 The Convective Charging Mechanism

Although the manner by which clouds electrify is a subject with some controversy,
of the charging hypotheses that have been forwarded over the last two centuries, besides
the non-inductive charging mechanism, two have remained alive: the convective
mechanism and the inductive mechanism.

In 1947, Grenet proposed cloud charging by convective motions of cloudy air, later
described by Vonnegut (1953). According to this mechanism, negative ions, drifting
towards the surface of the earth as part of the Wilson current, become attached to the
hydrometeors in the upper portions of a cloud. The conductivity of cloudy air is for all
practical purposes zero compared to the conductivity of cloud free air, and negative charge
accurnulates on the edges of the updraft. Overturning convective motions in a growing
turret are then relied upon to transport the negative charge downward, opposite to the fair
weather potential gradient, finally developing a pocket of negative charge. As the negative
charge nears the surface it begins to induce positive point discharge from objects on the
surface. The positive ions are then carried up into the convective updraft to produce a
pocket of positive charge in the upper levels of the cloud and also serve to attract more
negative ions. The process feeds back upon itself. The convective charging mechanism is
shown schematically in Fig. 2.2.

The problems with the convective charging mechanism are well known. Here is a
short list:

s Not all clouds electrify. Strong electrification usually occurs only in clouds with

ice and precipitation sized particles.



CONDUCTION CURRENT

POINT DISCHARGE FROM EARTHK

Fig. 2.2: An idealized sketch illustrating the convection theory of thundercloud
electrification (after Vonnegut, 1963). In this mechanism, external charges drawn to the
cloud are caught in the convective overturn and carried by the motions of the air against the
local electric fields to increase the cloud's electrical potential energy. The ions carrying the
Wilson current at the cloud top become attached to cloud particles and are carried
downward by the compensating downdrafts. Point-discharge ions beneath the cloud are
carried toward the cloud top by updrafts, and attract more negative ions to the cloud top
from the conductive clear air around thus causing positive feedback in the cloud

electrification.
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 The strongest electrification occurs in mixed phase regions and in areas with a
maximum in radar reflectivity. The convective mechanism offers no explanation for this.

* In the early development of the cloud, there should be a positively charged base
and core. This is contradictdry to observations (Colgate and Romero, 1970;
Krasnogorskaya, 1969).

o Simple calculations and numerical modeling studies show that the upward
conduction of negative charge (down gradient) should counteract or dominate over the
upward convection current (Pruppacher and Klett, 1978; Ruhnke, 1970, 1972; Chiu and
Klett, 1976).

In all faimess to the convective charging mechanism and its proponents it should be
noted that no argument is being made to deny the existence of the process. Rather, the
point is made that the convective charging mechanism cannot be the dominant process
responsible for the electrical structure of thunderstorms. Vonnegut et al. (1962a,b) and
Moore et al. (1986, 1989) have shown that the polarity of thunderstorms can be reversed
by releasing anonymously high (orders of magnifude) concentrations of free ions into the
convective updrafts of clouds. This shows that convective motions do transport ions, and
that if ions were produced naturally in such concentrations that convective charging would
be feasible.

The attachment of free ions to cloud hydrometeors is also known to occur and
produces the screening layers which are often observed (Chauzy and Raisonville, 1983).
The formation of screening layers seems to be the limit to which the convective charging
mechanism operates. In any case, because the numerical model used in this study contains
jon equations, any convective charging will be inherently accounted for (Chiu, 1978).

The inductive mcchanisrﬁ probably does operate in thunderstorms, but only after
electric fields have become strong enough to significantly polarize hydrometeors. The fair
weather electric field is far to weak to produce this effect. Therefore, an inductive

mechanism can not be responsible for the initial charge separation.
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2.3 The Non-inductive Charging Mechanism

Non-inductive charging (NIC) rests on very poorly understood physics; the
underlying process that transfers charge when graupel collides with ice crystals in the
presence of supercooled liquid water is unknown. This is perhaps the primary reason why
it has taken so long for the non-inductive charging mechanism to gain acceptance. For the
purposes of numerical modelling (at least in this study) it is more important to know the
variables upon which the sign and magnitude of the charge transfer depends and not on
how it happens. Since there is no formal theory describing the physics of the process,
laboratory studies have provided the only information as to what the dependent variables
are. Currently, the charge transferred in the non-inductive process seems to be dependent
on temperature, cloud liquid water content, impact velocity, and ice crystal size. Of these,
only temperature and cloud water have received appreciable attention, and none of the other
parameters as of yet have been adequately addressed.

The first study on NIC simply noted that "a graupel pellet growing by the accretion
of supercooled droplets, acquires negative charge as a result of collisions with ice crystals”
(Reynolds et al., 1957). In this experiment, spheres coated with ice (simulating hail or
graupel) were drawn through a cloud of supercooled liquied water and ice. Neither the
temperature, the cloud liquid water, nor size of the ice crystals were well controlled. The
charge transferred per collision (between graupel and ice) was measured to be as high as
150 fC in magnitude. Further calculations showed that this was sufficient to produce the
charges observed in the main thunderstorm dipole.

Little attention was given to the work of Reynolds ez al. unil 1978. This was most
likely due to the abundance of othcxl' proposed charging mechanisms that rested on a firmer
physical basis. Prior to 1978, only two studies were conducted that were concerned
directly with non-inductive charging. Magono and Takahashi (1963a, 1963b) investigated

NIC within the space of temperature and liquid water content. The results from these

12



studies were primarily qualitative: "positive electrification was observed at warmer
temperatures, and a change in the electric sign, depending on the cloud water content at
lower temperatures."

In 1978, Takahashi (Takahashi, 1978) published the first (and still probably the
most complete) results on the dependence of the charge separated per collision on both
temperature and cloud water content. The apparatus used in the experiment consisted of a
riming rod (simulating a graupel particle) which was whirled within a cloud chamber.
Peripheral instruments were used to measure ice concentrations and sizes, cloud liquid
water, temperature, and electrification. The results are summarized in Fig. 2.3 and the
following information should be gleaned.

o Positive charging of the rod occurred, regardless of cloud water content (cwc)
when the temperature was greater than -100C.

o At temperatures colder than about -109C, positive charging occurred at low and
high cwe.

e Negative charging occurred between regions of low and high cwc when the
temperature was less than about -10°C, but the boundary between the positive and negative
charging depends on temperature.

o The temperature at which charging switches from the lower positive region to the
negative, called the charge reversal temperature, decreases as cwc decreases.

The following information which is not obvious from Fig. 2.3 should also be noted:

e No charging occurred when the riming rod stopped rotating.

 No charging occurred when the rod rotated in an environment containing only ice
crystals or only supercooled liquid water.

» Strong electrification occurs when both ice crystals and supercooled droplets are

present.
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rod per ice crystal collision is show in units of 10 esu (Takahashi, 1978)
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Only the dependence on temperature and cloud water content was measured, but all the
other parameters such as velocity and ice crystal size were kept reasonably constant so as to
" minimize extraneous effects.

Following the work of Takahashi, studies of NIC mechanism became more
common, partly due to the failure of other charging mechanisms to account for observed
thunderstorm charge structure. The dependence of the charge transfer on the impact
velocity of the ice crystals was investigated by Gaskell and Illingworth (1980) and was
found to have magnitude dependence proportional to the diameter of the ice crystal to the
power 1.7. Also of significant importance, the role of thermal effects on the charge
transfer was investigated. A hailstone which grew by deposition (by cooling below
ambient temperature) acquired a positive charge. When a hailstone was cooled by the same
amount but was maintained in a sublimating condition, the stone acquired negative charge.
The conclusions from these observations were that thermal gradients between the
hailstone/graupel and the ice crystals was not the driving force behind the charge transfer.
Furthermore, the condition that supercooled liquid water be present for charging begins to
make sense since the amount of water present can determine the state of growth of a
hailstone through latent heat effects during accretion, or by acting as a vapor source for
depositional growth. Baker et al. (1987) found similar results and proposed that the charge
“is positive if the target surface is growing more rapidly from the vapour than the ice
crystals and is negative for the opposite case”.

Williams ez al. (1990) investigated the validity of the above statement by dividing
the temperature/cloud water diagram into three growth regions for graupel: wet growth
(evaporation), dry growth (sublimation); and dry growth (deposition). The laboratory
results of Takahashi (1978) and the theoretical boundaries were then compared (Fig. 2.4).
In general, the lines separated events with different charge, especially at low temperatures.
It would appear that knowing the temperature and cloud water content is sufficient to

determine the sign of charge transfer without explicitly having to calculate the type of
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growth the graupel is experiencing. This is particularly important for modelling, since any
additional calculations add to the computation time and therefore cost of a model run.

A multitude of laboratory studies (Magono and Takahashi, 1963; Takahashi, 1978;
Hallet and Saunders, 1979; Gaskell and Illingworth, 1980; Jayaratne et al., 1983; Baker e?
al., 1987; Avila et al., 1988) have shown general agreement with the first experiments
conducted by Reynolds, but there are still a few discrepancies. For example the charge
reversal temperatures measured by Jayartne ez al. (1983) and Baker et al. (1987) are much
colder than those found by Takahashi (1978). The studies done by Reynolds (1957),
Magono and Takahashi (1963a, 1963b), and Takahashi (1978) however are self consistent.
A more careful analysis reveals that most of the inconsistent studies were conducted at the
UMIST (University of Manchester Institute of Science and Technology) laboratories which
suggests that there may be some systematic error.

The validity of Takahashi’s results is supported by many observations of charge
reversal near the -10°C isotherm, whereas UMIST studies generally have charge reversal
temperatures near -20°0C. Also, Takahashi (1978) has explored the largest range of
temperatures and liquid water contents. The data presented by Jayartne et al. (1983) is the
only other usable data set for the inclusion into a model. However, the data in this study
uses effective liquid water content instead of liquid water content, and only explores
relatively low values of effective liquid water content. This renders the results virtually
useless for deep convection. For these reasons, the data acquired by Takahashi (1978) are

used to parameterize the charging in the model.
2.4 Previous Numerical Modelling Using Non-inductive Charging

In a conceptual model it is easy to visualize how the non-inductive charging
mechanism would produce a charge dipole. At temperatures colder than the charge

reversal temperature, graupel will charge negatively and fall to establish a negative charge
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center near the observed level of about -10°C. The crystals will acquire a positive charge
and will be carried up in the updraft to form the positive charge center. At temperatures
warmer than the charge reversal temperature, ice crystals will charge negatively and will be
carried in the updraft to reinforce the negative charge center. The process is shown
schematically in Fig. 2.5.

Only a dozen or so investigators have attempted to model storm electrification. Of
these, only a handful have used non-inductive charging as a primary charging mechanism
(Kuettner et al., 1981; Tzur and Levin, 1981; Rawlins ez al., 1982; Takahashi, 1984;
Helsdon and Farley, 1987; Rutledge et al., 1990). Only the studies using non-inductive
charging will be addressed since they are of direct interest to this study.

Kuettner et al. (1981), Tzur and Levin (1981), and Rawlins (1982) explored the
relative importance of non-inductive and inductive charging. The first two investigations
used a one dimensional model, and Kuettner et al. was steady-state. The results indicated
that a combination of both mechanisms provided the most realistic simulation, but the non-
inductive process was the primary initial eléctriﬁcation mechanism. Because of the
simplicity and limitations of the models, however, specific results were difficult to
interpret.

Rawlins (1982) used a three dimensional, time dependent model which
incorporated a simple bulk ice parameterization. He concluded that both the inductive and
non-inductive mechanisms were independently capable of producing electric field
breakdown within a reasonable period of time, provided that in the case of inductive
charging that “the hail size spectrum represents relatively small particles and that the effect
of multiple collisions of any ice crystal with more than one particle is discounted, i.e.,
when it is assumed that ice crystals are uncharged before impact”, and in the case of non-
inductive charging that the product of ice particle concentration and charge separation per
collision is greater than 7 pC per liter. The assumption that the small end of the hail size

spectrum is representative of the small ice particles is questionable. Both charging
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Charge Reversal Tegnperature

Fig. 2.5: The non-inductive charging mechanism. At temperatures colder than the charge
reversal temperature, graupel charges negatively and falls to establish a negative charge
center. Cloud ice acquires positive charge and is carried higher into the cloud to establish a
region of positive charge. At warmer temperatures, cloud ice will charge negatively and
will be carried in the updraft to reinforce the negative charge center.
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parameterizations ignore multiple collisions of charged particles since no information is
available from the laboratory on the results of such interactions. A combination of
observations and laboratory work indicate that charge separation should be orders of
magnitude greater than 7 pC per liter. Assuming an ice crystal concentration of 100 per
liter and charge separation per collision of 10 to 100 pC, the product is on the order of 103
to 10 pC per liter.

Takahashi (1984) is similar to the study presented here in two respects. The focus
of the study is on the electrical difference between continental and maritime thunderstorms,
and both this study and Takahashi’s use a charging parameterization based on the same data
(Takahashi, 1978). The modelling studies are different in that continental and maritime
convective regimes are differentiated only by the cloud condensation nuclei concentration in
the Takahashi study, while different characteristic thermodynamic profiles are used to
initiate the model in this study. Therefore, the different dynamics (and subsequent
feedback into the microphysics) of the convection is captured in this study. The model
used by Takahashi is also somewhat limited since it is axially symmetric and constrained to
a vertical domain of 8 km.

The results of Takahashi (1984) indicated a two stage charging process. In the
developing stage, large space charge due to gravitational separation of non-inductively
charged graupel and ice appeared in the upper portions of the cloud, near the -30°C
isotherm. The graupel was charged negatively and the ice positively, as expected below the
charge reversal temperature. In the second stage, positive charging of graupel that had
fallen from higher levels occurred near the -10°C isotherm. This is of course consistent
with the charging expected above the charge reversal temperature. As the graupel near the
-10°C isotherm falls, a large pocket of negative charge is left at that level. This is
consistent with observations.

Another important study, primarily because it used the South Dakota Storm

~ Elecrrification Model (the one used in this study) was conducted by Helsdon and Farley
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(1987a,b). The non-inductive charging parameterization used in the model for the study
was a simple one value representation; only the sign of the charge transfer changed as
determined by the charge reversal temperature. Inductive charging was explicitly included
while convective charging was contained inherently in ion equations. The model
represented an advance over Takahashi (1984) because the model was not axisymmetric,
and the domain was larger while the resolution remained the same or increased. The results
were also compared to in situ aircraft measurements which provided excellent verification.

Many aspects of the storm were simula;cd favorably. The overall electrical
structure was simulated very well. A positive electric dipole developed in the model with
electric potentials becoming near the dielectric strength of air close to the time that the first
lightning was detected in the actual storm. The charge centers were attributed to the
gravitational separation of graupel and less dense ice. The non-inductive process was
determined to be essential in the initial electrification of the storm. Inductive processes
became active, but never surpassed the effectiveness of the non-inductive mechanism once
a strong electric field had developed. A model run with only inductive charging failed to
produce significant charging (the electric field remained below 3.2 kV m-1). The general
success of the Helsdon and Farley studies was the primary reason that the South Dakota
model was chosen as the model for this study (with only a few modifications in the
charging parameterization to be described later).

The role of non-inductive charging in the stratiform region of middle latitude
mesoscale convective systems was investigated by Rutledge ez al. (1990) using a one
dimensional, kinematic (steady-state) and bulk parameterized microphysical model. The
charging parameterization was based on the laboratory studies of Jayaratne et al. (1983)
and Saunders and Jayartne (1986). The data of Takahashi (1978) was not used since
almost no information was presented for the low liquid water contents that are typical in the
stratiform regions of mesoscale convective systems. The results of this study indicated that

the stratiform region is capable of producing charge densities on the order of 1 C km'!
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within about one hour. Interestingly, an inverted dipole, with positive charge underlying
negative charge, was simulated. This was attributed to the relatively warm temperatures in
the region of high particle interactions.

This thesis is significant for two reasons. First, this study represents only the
second direct numerical model comparisons between continental and maritime convective
regimes and electrification. Takahashi (1984) modeled continental and maritime convection,
but attributed the differences to cloud condensation nuclei concentrations. Thus, this is the
first direct numerical model comparisons which include the effects of the dynamic
differences between maritime and continental convection. Furthermore, the South Dakota
School of Mines and Technology Storm Electrification Model is better suited to study deep
tropical convection. The model is not axisymmetric nor limited in the vertical dimension as
was the case with Takahashi (1984).

Also, this is only the second modeling study which use a non-inductive charging
mechanism that is based quantitatively, rather than qualitatively, upon laboratory studies of
the non-inductive charging process. Previously, the South Dakota School of Mines and
Technology Storm Electrification Model (Helsdon and Farley, 1987b) used only one value
for the charge separated per collision and the sign was determined by the temperature.
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CHAPTER III

CHARACTERISTICS OF WET SEASON CONVECTION AND SELECTED CASE
STUDIES

Two distinct weather patterns, which depend on the location of the Intertropical
Convergence Zone (ITCZ) occur in the vicinity of Darwin during the wet season. The
location of the ITCZ may be controlled primarily by sea surface temperatures (Emanuel,
1988) and tends to migrate across the Darwin region several times during the course of a
typical wet season. The onset of the Australian Monsoon has been linked to the 40-50 day
oscillation (McBride, 1983, 1987; Holland, 1986; Keenan and Brody, 1988; Hendon and
Liebmann, 1990). When the ITCZ is located to the south of Darwin, moist northwesterly
flow prevails over Darwin (the winter monsobn). The Australian monsoon is characterized
by persistent cloudy skies and wide spread convection with embedded deeper convection
(Rutledge et al., 1991). Generally, radar cloud top boundaries are below about 12 km
during the monsoon. When the ITCZ is located to the north of Darwin, southeasterly
winds flow off the continent toward the monsoon trough and place Darwin in a continental
airmass. This weather regime is often referred to as the “break period” (i.e., periods
during which the monsoon trough retreats northward). During the break period, deep
isolated thunderstorms and squall lines form over elevated terrain to the Southeast of
Darwin. The convection is usually triggered by afternoon heating, or by the inland
propagation of the sea breeze, and exhibits a strong diurnal cycle (Williams and Rutledge,
1990).

Composite (not smoothed) 0000 UTC soundings have been constructed for
monsoon (17 soundings composited) and break period (197 soundings composited)

environments to illustrate the general thermodynamic differences between the two (Fig.
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3.1). The most striking difference is the moisture profile; the average monsoon sounding
is nearly saturated through the depth of the troposphere while the break period is below
water saturation at all levels. The lapse rate of both soundings exhibit three different
regions of stability. In the lowest few hundred hectopascals, the lapse rate is conditionally
unstable. Between about 700 hPa and 400 hPa, the lapse rate is moist adiabatic, and above
400 hPa the lapse rate is absolutely stable.

Because the composite is an average of morning soundings (local time), the effects
of afternoon heating are not represented. In the break period cases, the boundary layer
generally becomes well mixed and develops a nearly constant potential temperature layer.
Usually the saturated (cloudy) conditions in the monsoon cases does not allow for nearly as
much surface heating. Furthermore, any mixing of the saturated boundary layer produces
clouds which results in a constant equivalent potential temperature profile instead of a
constant potential temperature profile as in the case of the break period environments. The
end result is that the monsoon convection has less energy available aﬂd is generally less
vigorous than the break period convection. Statistics from the composite soundings reveal
other differences (Table 3.1). Most notable among the differences are the mean relative
humidity, CAPE, level of free convection, and precipitable water.

Besides the composited soundings, environmental differences between the
monsoon and break period are well illustrated by time series plots of 850 hPa wind, 24
hour cumulative rainfall at Darwin, and CAPE for the two seasons of DUNDEE (Fig. 3.2).
Following Holland (1986) the onset of the Australian Monsoon at Darwin is defined by the
existence of westerlies at 850 hPa (Fig. 3.2a). A total of six monsoon periods were
documented during DUNDEE--three in the first season and three in the second. CAPE was
observed to be near minimum valﬁcs during periods of westerlies at 850 hPa (Fig. 3.2a).
In addition, heavy precipitation is well correlated with the monsoon except for the first
westerly event during the second season of DUNDEE (Fig. 3.2b). Even though the

monsoon environment shows a minimum in CAPE, it is a prolific producer of rain.
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Fig. 3.1: Composite 0000 UTC soundings of the monsoon and break period.
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Table 3.1: Statistics from the 0000 UTC composite monsoon and break period soundings.

COMPOSITE BREAK |COMPOSITE MONSOON
CAPE 1193.7 Jkg-! 0.0 Jkg-!
ENERGY TO FORM MIXED 253.1 Jkg-! 35.0 Jkg-!
LAYER
VERTICAL VELOCITY AT 48.9 ms-! 0.0
EQUILIBRIUM LEVEL
CONVECTIVE 810.0 hPa 885.0 hPa
CONDENSATION LEVEL
LEVEL OF FREE 810.0 hPa 885.0 hPa
CONVECTION
PRECIPITABLE WATER 1.74 inches 2.40 inches
CONVECTIVE 36.4 0C 29.5 0C
TEMPERATURE
FREEZING LEVEL 49735 m 1844.6 m
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Fig 3.2a: Time series of the 850 hPa wind and Convective Available Potential Energy.
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Fig. 3.2b: Time series of the 24 hour cumulative rainfall at Darwin Airport.
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In contrast to the monsoon, break period convection is extremely vigorous, often
reaching heights up to 18 km and containing updraft cores that may exceed 40 dBZ above
12 km (Williams et al., 1990). The CAPE in the break period environment is
comparatively high (commonly over 2000 J kg-1). Soundings tend to be conditionally
stable as a result of a very hot and moist boundary layer usually capped by the trade wind
inversion that separates the boundary layer air from the dry air aloft. The break period
convection also tends to be highly electrified with lightning flash rates that sometimes
exceed 60 min-l. Precipitation can be intense at times, but occurs over local areas and is
ephemeral in nature. Convection is often organized in clusters of deep isolated convective
cells or in squall lines which resemble the middle latitude systems.

Assuming a non-inductive charging mechanism, Williams and Rutledge (1990)
presented a scaling analysis that attempts to explain the correlation between CAPE and
lighting rates (Fig 3.3). The following assumptions go into the model:

e graupel is the dominant precipitation type in the cold part of the cloud.

o the terminal fall speed of graupel is proportional to the square root of its diameter.

e the graupel is spherical so that the mass is proportional to the cube of the diameter
and the radar reflectivity is proportional to the sixth power of the diameter.

o the particle balance level (where the terminal fall speed is equivalent to the vertical
velocity) is within the mixed phase region of the cloud.

« all the CAPE is converted into kinetic energy and all motion is vertical.

The above assumptions lead to the following scaling relations using the notation where W
is vertical velocity, VT is the terminal fall speed of graupel, D is the graupel diameter, Z is

radar reflectivity, and M is the mass of ice:
VT ~ D12 (3.1)

Z ~ M2 ~ D6 (3.2)
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W = V7 (3.3)
W ~ CAPE12 (3.4)
Relations 3.1 through 3.4 may be combined to yield the final relationships:
Z ~W 12~ CAPES (3.5)
M ~ W6 ~ CAPE3 (3.6)

The last two equations show that moderate changes in CAPE will produce large changes in
cloud ice mass and even larger changes in radar reflectivity. The ice mass is critical in the
non-inductive charging mechanism. An increase in ice mass can be interpreted as an
increase in ice concentration and consequently an increase of ice-ice interactons. As the
frequency of rebounding ice collisions increases, the electrification rate will proportionally
increase. Electrification may be further enhanced in the high CAPE cases by an increased
supply of supercooled water produced in the corresponding areas of high updraft
velocites. The numerical modelling studies presented in the following chapters will be
used to give quantitative estimates of the cloud ice mass, kinetic energy, and electrical

charging rates.
3.1 Break Period Case Study: 19 January, 1990
The thermodynamic profile (Fig. 3.4) and corresponding statistics (Table 3.2) from

the moming sounding (0000 UTC) taken at Darwin on 19 January, 1990 show that the

environment was in a state characteristic of the break period. The CAPE of 1910 Jkg-! is
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Fig. 3.4: Thermodynamic sounding taken 0000 UTC 19 January, 1990 at Darwin.
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Table 3.2: Statistics from the 0000 UTC 19 January, 1990 Darwin sounding.

BREAK PERIOD: 19 JAN 90
0000 UTC SOUNDING

CAPE 1910.2 Jkg-!
ENERGY TO FORM MIXED 293.1 Jkg-!
LAYER
VERTICAL VELOCITY AT 61.8 ms-1
EQUILIBRIUM LEVEL
CONVECTIVE 812.0 hPa
CONDENSATION LEVEL
LEVEL OF FREE 812.0 hPa
CONVECTION
PRECIPITABLE WATER 2.15 inches
CONVECTIVE 37.6 0C
TEMPERATURE
MEAN . U-COMPONENT 0.9 ms-!
LOWEST 2 KM
U-COMPONENT AT -19.6 ms-!
EQUILIBRIUM LEVEL
FREEZING LEVEL 54933 m
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well above the average break period environment of 1194 Jkg-!. The wind structure is also
typical of the break period with easterlies at low levels and westerlies aloft.

Soundings were taken later in the day near Koolpinyah, were the MIT radar was
located (Fig. 3.5) at 0330 UTC and shortly after 0600 UTC. The first of these soundings
(Fig. 3.6) shows a much stronger cap than in the Darwin 0000 UTC sounding. The
energy (971 Jkg!) required to mix out the lowest 100 hPa contributes to the extremely low
CAPE value of 43.2 Jkg-1. Additional sounding statistics for this sounding are shown in
Table 3.3. The moisture profile is essentially identical to the Darwin sounding.

After a few more hours of heating, the 0600 UTC sounding indicates that the
nocturnal inversion is virtually eliminated and the CAPE has increased to 879 Jkg-1 (Fig.
3.7 and Table 3.4). As the convective cape eroded away, weak convection began to form
near 0552 UTC as indicated by MIT radar surveillance scans. This radar data is not
presented since it is not of significant importance.

The MIT radar operators log entry at 0613 UTC reports visual confirmation of a
small cell forming 10 km to the north. A sector scan taken at this time indicates that the
convection is slightly more than a small cell. A 1.5 km CAPPI (Constant Altitude Plan
Position Indicator) shows three regions or cores of reflectivity exceeding 40 dBZ (Fig.
3.8). The largest one located directly to the north of the radar is presumably the one
mentioned in the observer’s log. Because of the proximity of the cell to the radar, high
elevation information is lost in a “cone of silence”. However, a vertical cross section
through the northern cell (00 azimuth from the radar) shows that the 40 dBZ echo extends
at least to 6.5 km (Fig. 3.9).

An RHI (Range Height Indicator) was taken at 0°, and 100 azimuth at 0620 UTC
(Fig. 3.10). By this time the 40 dBZ echo extended to near § km, well above the freezing
level of 5.3 km. The echo tops are near 13 km. An entry in the MIT radar operators log at
0624 UTC is consistent with radar observations. Tops to 13 km and reflectivities of 30

34



129°E 132°E 135°E

12°S Yy

15°S
YLLP Network [ Eilevation)200m

130°E 131°€ 132%
Dual Doppler L.obes
1s
1%
-mo o0
o o
l‘ Rocer @ aws & Profter
Rocmssads : :::::' A Swface Eosogy Butgat

Fig. 3.5: Map of the DUNDEE region showing location of radars, sounding sites and
other instrumentation.

35



M

Yom @ 10 ~se

J%&xf&@&( (/ //

” v.
\ N NN
400 \ D M
RV ¢ V¥ N/ N\
<30 N 5 XY NN i
7 \y \ VA
- RYCINVA
seo7 X O YA LA S
% YA n
o N ; VAN AN NN
0 . AN ek NANZAN AL
m_ NG X AN, B 2N\, ~
g v/ N AN ‘&lk’i o %
&0 VA R <
aan 2. \ & N N ~ N
o0 L) / Vag: 7 ~
0 VN Y VAN
1000 ~ - N
] o 10 ™) ) 20 IR EEE:
T LY

Fig. 3.6: Thermodynamic sounding taken 0330 UTC 19 January, 1990 at Koolpinyah.

36



Table 3.3: Statistics from the 0330 UTC 19 January, 1990 Koolpinyah sounding.

BREAK PERIOD: 19 JAN 90
0330 UTC SOUNDING

CAPE 43.2 Jkg-!
ENERGY TO FORM MIXED 971.3 Jkg-!
LAYER

VERTICAL VELOCITY AT 9.3 ms-!
EQUILIBRIUM LEVEL

CONVECTIVE 650.7 hPa
CONDENSATION LEVEL

LEVEL OF FREE 650.7 hPa
CONVECTION :
PRECIPITABLE WATER NOT AVAILABLE
CONVECTIVE 453 0C
TEMPERATURE

MEAN U-COMPONENT -5.8 ms-!
LOWEST 2 KM

U-COMPONENT AT -12.5 ms-!
EQUILIBRIUM LEVEL

FREEZING LEVEL 5515.8 m
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Table 3.4: Statistics from the 0630 UTC 19 January, 1990 Koolpinyah sounding.

BREAK PERIOD: 19 JAN 90
0630 UTC SOUNDING

CAPE 878.8 Jkg-!
ENERGY TO FORM MIXED 3.1 Jkg-1
LAYER
VERTICAL VELOCITY AT 41.9 ms-1
EQUILIBRIUM LEVEL
CONVECTIVE 908.8 hPa
CONDENSATION LEVEL
LEVEL OF FREE 908.8 hPa
CONVECTION
PRECIPITABLE WATER NOT AVAILABLE
CONVECTIVE 322 0C
TEMPERATURE
MEAN U-COMPONENT | -6.7 ms-1
LOWEST 2 KM
U-COMPONENT AT NOT AVAILABLE
EQUILIBRIUM LEVEL
FREEZING LEVEL 5384.9 m
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19 JAN 90 0612 UTC REFLECTMTY AT 15 KM
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Fig. 3.9: A vertical slice of radar reflectivity through the 0613 volume scan (Fig. 3.8)
taken at x=30 km.
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19 JAN 90 0620 UTC RHI AT 00 DEGREES AZIMUTH
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Fig. 3.10: RHI (Range Height Indicator) reflectivity scans taken at 0620 UTC at 0 and 10
degrees azimuth.
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dBZ are noted as high as 10 km. Rain was also reported to begin falling at the radar site at
this time.

Unfortunately there is gap in the radar and log data of approximately 15 minutes
beginning after the RHIs were completed. A log entry at 0636 UTC reports 18 km tops,
20 dBZ echoes up to 17 km, and a lightning flash rate of at least 20 min-! based on
thunder. The flat plate antennae recording the vertical electric field at the MIT radar site
indicates that electrical activity was intense at this time (Fig. 3.11). Also from Fig. 3.11,
significant perturbation of the fair weather electric indicating the onset of significant cloud
charging, and the first lighting event can be determined. These occurred at 0619 UTC and
0624 UTC respectively.

A volume scan was taken at 0637 UTC while the cell passed over the radar. A
CAPPI at 1.5 km shows an extensive region of reflectivity greater than 40 dBZ, with some
regions in excess of 50 dBZ (Fig. 3.12a). The cell to the west-southwest of the radar was
triggered along the outflow boundary of the northern cell (Fig. 3.12b). Echoes in excess
of 50 dBZ extending above 5 km are iﬁdicated (Fig. 3.13). Once again, because of the
proximity of the storm to the radar, the data becomes scarce at the high elevation angles.
However, the 20 dBZ echo mentioned in the log at an altitude of 17 km is apparent in the
17 km CAPPI (not shown).

Based on further log entries, the system weakens only slightly as it moves south,
maintaining a 30 dBZ echo up to 16 km and an echo top of 17 km through 0650 UTC.
After this time, the cell collapsed as rapidly as it formed: Tops fell to 14 or 15 km and the
30 dBZ echo dropped to only 6 km by 0658 UTC. The flash rate decreased to only 1 or 2
min-1, ‘

In summary, the chronological history of the storm is as follows and is also
schematically shown in Fig 3.15:

« 0600: Convection begins. CAPE is near 880 Jkg-1.
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Fig. 3.11: Recording of the vertical electric field at the MIT radar site on 19 January,
1990.



19 JAN 90 C637 UTC REFLECTVTY AT 15 KM
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Fig. 3.12a: Same as Fig. 3.8, but at 0637 UTC.
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19 JAN 90 0836 UTC VELOCTY AT 1.5
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Fig. 3.12b: Same as Fig. 3.12a, but for velocity.
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Fig. 3.13: A vertical slice of radar reflectivity through the 0636 volume scan taken at x=32
km.
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* 0612: Convection is sighted visually 10 km to the north. Radar shows echoes in
excess of 40 dBZ at low elevations.

e 0619: charging begins

o 0620: RHI shows 40 dBZ echo as high as 8 km and tops near 13 km.

» (0624: First lightning

e 0625: Rain begins falling at radar.

o (0636: Storm matures. 18 km tops, 20 dBZ up to 17 km. Flash rate 20 min-1.
based on the flat plate antennae.

e 0650: Cell changes very little through this time. 30 dBZ to 16 km. Tops to 17
km.

e 0658: Convection dies rapidly. 30 dBZ to 6 km. Tops at 14 km and flash rate

only 1 or 2 min-1.
3.2 Monsoon Case Study: 12 January, 1990

The limited number of monsoon events available made it very difficult to select a
case that was “average” or had all the representative features of a typical monsoon. In all
cases, one or more attributes seemed to be absent or compromised. For the 12 January,
1990 case that was selected, the tropospheric wind structure was initially atypical, but later
switched to northwesterly flow. As will be shown, most of the other features were nearly
average or typical of the monsoon.

A regularly scheduled sounding was taken at Darwin at 0000 UTC, 12 January,
1990. The nearly saturated thermodynamic profile, and easterlies aloft indicate conditions
characteristic of the monsoon (Fig. 3.14). The monsoon trough (ITCZ) was located to
north at this time resulting in the uncharacteristic easterly flow at low levels. The trough
passed through Darwin later in the day and the lower tropospheric winds switched around

to northwesterly, as evidenced by the sounding taken at 0330 UTC (Fig. 3.15).
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Fig. 3.14: Thermodynamic sounding taken 0000 UTC, 12 January, 1990 at Darwin.
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Fig. 3.15: Thermodynamic sounding taken at 0330 UTC, 12 January, 1990 at
Koolpinyah.

50



The thermodynamic statistics and overall thermodynamic structure associated with
the 0000 UTC sounding (Table 3.5) are very similar to those of the average monsoon cases
(Table 3.1). The CAPE is noticeably larger (i.e., 319 J kg-1 instead of zero), but is still
small in absolute terms and certainly much less than the average break period CAPE (1194
J kg'1). Below about 700 hPa, the sounding is conditionally unstable. Above this layer
the sounding is approximately moist adiabatic up to about 400 hPa, and slightly stable
above 400 hPa. This profile is characteristic of both the average monsoon and break period
convection.

The MIT radar recorded two convective systems during the day. At 0340 UTC
radar echo tops were near 10.5 km (Fig. 3.16a). The highest reflectivity values were near
40 dBZ and extended to a depth of only about 5.0 km and orientated in a northwest to
southeast line (Fig. 3.16b). A sector scan taken at 0355 shows that the convection was
moving southeast at about 10 ms-1 (Fig. 3.17a). The reflectivity structure remained similar
to the previous time (Fig. 3.17b).

A more organized and vigorous squall line passed through the radar coverage