
































































Parameters cannot be estimated accurately if the values calculated at all 

observation points are insensitive to that parameter, there are missing or inaccurate prior 

estimates, or the parameter is highly correlated with one or more other parameters. These 

problems can be avoided if the number of parameters estimated is minimized (Hill 1992). 
Coarse calibration should be done by hand before running MODFLOWP. If the starting 

values are too far away from the ending values and the objective function is not well 

behaved, the inverse model will not converge. 

MODFLOWP was used to fine-tune the calibration of the steady state model. 

The model was set up to estimate vertical conductivity between layers, transmissivity of 

each layer, and general head boundary conductances. Various statistical measures are 
presented in the model output to give the user an unbiased way of determining the 

superiority of one model over another. 





























Poor Covera~e of Data 

The objective function being solved by MODFLOWP in this project was not well 

behaved. In other words, its minimum was difficult to find due to the nature of the 

objective function's surface. Therefore tight constraints had to be placed on vertical 

conductivity, and recharge was fixed to get the inverse model to converge. There is no 

valid support for these constraints based on the available data; they were used solely to 

force convergence. If there were accurate measurements of horizontal conductivity, 

vertical conductivity, streambed conductivity, or recharge, that parameter could be fixed 

or constrained and the model results would be closer to reality. 

Heads and stream flows were measured over several months for the purposes of 

this project. The flow measurements, however, were not begun until well into the data 

collection period. The head data were only available directly under the stream, and to 

only a depth of 3 feet. Vertical head gradients close to the steam were available, but there 

is no field data regarding deeper hydraulic heads and gradients. 

Hydraulic conductivity measurements were taken by Anderman (1992) and 

Anderman and Poeter (1993) with a variety of methods. The air permeameter 

measurements were the most reliable. However, they were suspect because they were 

outside the calibration range of the instrument: Also, they were only taken in the 

downstream portion of the area, and only to a depth of approximately two feet. The 

alluvium exceeds twenty feet in depth in some areas, and it is likely that the bulk 

hydraulic conductivity is different from that of the top two feet of the alluvium. It is not 

known whether that bulk value is higher or lower than that measured in the shallow 

materials. There may be very little silt and clay sized material at depth, implying a higher 

conductivity, or the weight of the overlying material could have compressed and packed 

the deeper alluvium, resulting in a lower bulk value of K. 

The air permeameter was also used to measure the conductivity of the streambed. 

The parameter estimation routine never estimated a value much different (more than one 

order of magnitude) from that which was measured. However, the measurements were 

only taken in one location along the sweam. The streambed materials vary from coarse 

gravel to fine organic materials. Hydraulic conductivity can range over six or seven 

orders of magnitude for unconsolidated materials (Freeze and Cherry, 1979). For this 



study, the different streambed materials were grouped into three categories: gravel, 

cobbles, and sand; sand, silt and clay; and clay and organic materials. The measurements 

had been taken in an area corresponding to the second category, sand, silt and clay. The 

first category was assumed to have a conductivity one order of magnitude higher, and the 

third, one order of magnitude lower. These ratios were not changed in the calibration 

process, but used as a multiplication array in  the parameter estimation routine. It would 

have been useful to have estimated the conductivity of each category independently, but 

the amount and spatial distribution of data does not warrant such detail. 

Precipitation measurements were assumed to be very accurate. It was assumed 

that recharge was 10% of the measured precipitation. However there were no 

measurements of recharge. This area is semi-arid so it is possible that the net recharge is 

less than 10% of the precipitation. Precipitation may not be the only form of recharge. 

The stream colluvium may provide a groundwater drain the side of a mountain, and could 

be a discharge area. It has been assumed that the bedrock is impermeable, but it is 

possible that it is not, and that water is entering the area from the bedrock. Much of that 

water could be evapotranspired. Ideally recharge should be estimated by MODFLOWP. 

It was found that with the lack of data, apparently unrealistic parameter estimates were 

obtained by the steady state runs,-and convergence could not be achieved in the transient 

runs. If the other parameters could be better constrained and more head and flow data 

were available, then MODFLOWP would probably be able to estimate recharge 

independently. 

The data coverage problems contributed to the possibility that the conceptual 

model used was inaccurate. More must be known about the area to better constrain the 

conceptual model. 

Sensitivitv Studv 
MODFLOWP allows the user to test the sensitivity of a model to data in specified 

locations. Potential data locations can be included in a model to test the usefulness of the 

collection of head or flow data at those locations. The values assigned to these points is 

irrelevant, the model can calculate the sensitivity of these data points independent from 

their given values. The larger the absolute value of the sensitivity, the more sensitive the 



model is to that data point. The sensitivity is calculated for each data point relative to 

each parameter being estimated. 

This procedure was followed to test the sensitivity of possible borehole locations 

to the model. Figure 6.1 shows the locations that were tested. Each location was tested 

for wells screened in the 3rd and 4th layers (there are already many shallow piezometers, 

deeper ones are needed), with measurements at various time steps. The sensitivities at the 

various time steps for each location and depth were averaged and are shown in table 1. 

The model is most sensitive to well location G for each of the parameters. This is the 

well under the stream itself at the center of the model. E and F are offset from the 

stream, and the sensitivities are good, but not as high as for several of the other wells. Of 

the rest of the well locations, B and C are the best. Results indicate insensitivity to data 

at A and D. 

Table 6.1 

Sensitivity values of T, KV, KST, RCH, at well locations A through G 

According to the results presented in table 6.1, if funds were available for only 

one borehole, it should be placed in the middle of the area. However locations A and D 

are needed to determine boundary condition values and estimate conductance. Since they 

are located in boundary cells with fixed heads, the sensitivity values are, of course, very 

low. However, boundary conditions have an enormous effect on mathematical models, 

so locations A and D must be considered to be the most important locations for new data. 

















































SHOT: 2 LOCATION: 88.00 ELEVATION: 5907.28 DEPTH: 0.00 
POSITION TRAVEL TIME ELEVATION 

SHOT: 3 LOCATION: 92.00 ELEVATION: 5907.86 DEPTH: 0.00 
POSITION TRAVEL TIME ELEVATION 

SHOT: 4 LOCATION: 105.00 ELEVATION: 5910.39 DEPTH: 0.00 
POSITION TRAVEL TIME ELEVATION 
93.0000 26.700 5908.0601 









CWRRI Sept, 1992 
CSM Survey Field E 
Jefferson County. Colorado 150 
Stream/GW Interaction GEOMETRICS hammer 

Hammer SHOT: 1 LOCATION: 205.00 ELEVATION: 5950.00 DEPTH: 0.00 
POSITION TRAVEL TIME ELEVATION 
213.0000 31.000 5902.6665 

SHOT: 2 LOCATION: 209.00 ELEVATION: 5951.33 DEFTH: 0.00 
POSITION TRAVEL TIME ELEVATION 
213.0000 17.000 5902.6665 
215.0000 23.000 5903.3335 
216.0000 28.000 5903.6665 














	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


